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INTRODUCTION 

The transmission of information through an electronic network requires a process that ensures safety and integrity of the 
transmitted information [1-3]. The information must remain confidential during delivery and must continue to be 
original upon receipt at the destination [3-5]. To fulfil this condition, there must be a process of encryption and 
decryption of the information to be sent [6]. 

Encryption is made at the time of transmission by converting the original information into encrypted information, while the 
decryption process at the moment of receipt is effected by converting encrypted information into original information 
[5][7]. The information transmitted during the sending process is already encrypted, so the unauthorised parties cannot 
know the original information. The recipient can only know the original information by using a secret key [7][8]. 

In addition to information security, now users are also trying to reduce the size of data (compression of data). 
The purpose of this compression is to speed up the transmission of data or information [9]. Data compression also aims 
to reduce the size of data and can be stored on storage media that have a relatively small size due to security and speed. 
This is important in communication using computers and networks [9][10]. 

Many algorithms can be used to perform data security, such as Twofish, IDEA, MMB, GOST, AES and Blowfish. 
The Blowfish algorithm is the algorithm that was used in this research. The Blowfish algorithm is a modern symmetry 
algorithm that uses the S-Box table for the key as a decryption encryption process [11], the compression process also 
uses a variety of algorithms, one of which is the Lempel-Ziv-Welch (LZW) algorithm. The LZW algorithm is a lossless 
compression algorithm and uses the dictionary method [9]. 

The compression principle will occur when the bit value for the specified dictionary replaces the sequence of characters 
or strings formed, while in the decompression process, to obtain the same result with the file before compression, LZW 
recreates the dictionary during the decompression process [9][12-15]. The combination of Blowfish and LZW 
algorithms in this study is expected to be a good security solution with compressed ciphertext results, 
so that ciphertext will be much safer and with a smaller message length. 

METHODOLOGY 

Encryption is a crucial thing in cryptography, which is the security of data sent secretly [8]. The original message is 
called plaintext, which is transformed into codes that are not understood by those not privy to the transmission [1][6][8]. 
Encryption could be described asa cipher or code. Reverse to the case with decryption, it can be interpreted as a process 
to convert the ciphertext into plaintext [1-3], the process of encryption/decryption could be described as below: 
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Figure 1: Encryption and decryption process. 

Blowfish Algorithm 

Blowfish was created by cryptanalyst Bruce Schneier and published in 1994. Blowfish was made for use in computers 
with a large microprocessor (32-bit and above with a large data cache) [11]. Blowfish is a non-patented and license-free 
algorithm, and is available for free for a variety of uses [11][12]. When Blowfish was invented, it was expected to have 
the following design criteria: 

1. Fast, Blowfish performs data encryption on 32-bit microprocessors with a rate of 26 clock cycles per byte.
2. Compact (lightweight), Blowfish can run on less than 5K memory.
3. Simple, Blowfish uses only simple operations: addition, XOR and lookup tables on 32-bit operands.
4. Having varying security levels, the key lengths used by Blowfish may vary and may be up to 448 bits long.

In the implementation, often this algorithm becomes non-optimal, due to improper implementation strategy. Blowfish 
algorithms will be more optimal if used for applications that do not often change keys, such as communication networks 
or automatic file encryption [12]. Also, since this algorithm requires a large amount of memory, this algorithm cannot 
be applied to applications that only have a small memory, such as smart cards. The key length used also affects the 
security of implementing this algorithm [11][12]. 

The Blowfish algorithm consists of two parts, the key expansion and data encryption [11][12]: 

1. Key expansion: function lock switches (minimum 32-bit, a maximum of 448-bits) into several array subkeys with
a total of 4,168 bytes (18 x 32-bit for the P-array and 4 x 256 x 32-bit S-Box for a total of 33,344 bits or 4,168
bytes) and keys are put in the K-array.

2. Encryption data: consisting of a simple iteration of functions (Feistel network) of 16 times round (iteration),
the input is a 64-bit data element X. Each round consists of key-dependent permutations and key- and dependent
data substitutions. All operations are additions and XOR on 32-bit variables. Other additional operations are just
four indexed array table searches for each round.

LZW Algorithm 

The Lempel-Ziv-Welch (LZW) algorithm uses adaptive and dictionary-based techniques. The LZW predecessor is 
LZ77 and LZ78 developed by Jacob Ziv and Abraham Lempel in 1977 and 1978. Terry Welch further developed the 
technique in 1984. LZW is widely used on UNIX, GIF for modems [15]. 

This algorithm performs compression using the dictionary, where text fragments are reconstructed with indexes 
obtained from the dictionary, where special codes are used to represent current words. This approach is adaptive and 
efficient because many characters could be encoded by reference to strings that have appeared before in the text 
[10][13][15]. The compression principle is reached, if the reference in the form of a pointer can be collected in a lower 
number of bits than the original string [15]. 

The combination process in this experiment was performed one by one, where the first process was done by encryption 
with the Blowfish and ciphertext algorithm, then, in compression by using the Lempel-Ziv-Welch (LZW) algorithm. 

RESULTS AND DISCUSSION 

The encryption process with the Blowfish algorithm is perform with manual calculations that occur in the encryption 
process, in this case the following parameters are used: 

Plaintext = MATAHARI 
Key = 2905 

The calculation is as below: 
1. Plaintext= MATAHARI
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Table 1: Plaintext to binary. 

Char Hexadecimal Binary 
M 4D 01001101 
A 41 01000001 
T 54 01010101 
A 41 01000001 
H 48 01001000 
A 41 01000001 
R 52 01010010 
I 49 01001001 

Then, plaintext is divided into two parts XL and XR becomes: 

XL = 01001101 01000001 01010101 01000001  
XR = 01001000 01000001 01010010 01001001 

2. Generating subkeys
Key: 2905

Table 2: Key to binary. 

Char Hexadecimal Binary 
2 32 00110010 
9 39 00111001 
0 30 00110000 
5 35 00110101 

Binary: 00110010 00111001 00110000 00110101 

a. Key for first iteration:

P1 = P1 XOR Key 
P1 = 00100100 00111111 01101010 10001000 XOR 
00110010 00111001 00110000 00110101 
P1 = 00010110 00000110 01011010 10111101 

b. Key for second iteration:

P2 = P2 XOR P1
P2 = 10000101 10100011 00001000 11010011 XOR 
00010110 00000110 01011010 10111101 
P2 = 10010011 10100101 01010010 01101110 

3. The experiment can only do one iteration, because the total iteration of the encryption process is 16 rounds,
the working principle of the same calculation process continues until the final result of iteration to 16 is obtained,
for the first iteration i = 0 i.e.:

XL = XL XOR P1
XL  = 01001101 01000001 01010101 01000001 XOR
   00010110 00000110 01011010 10111101 
XL = 01011011 01000111 00001111 11111100

F functions are derived from:

XL is divided into 4 (a, b, c, d) each 8 bits =
a = 01011011
b = 01000111
c = 00001111
d = 11111100

F Function:

F (XL) = (((S1.a + S2.b mod 232) XOR S3, c) + S4d mod 232) = S1.a + S2.b mod 232
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= (11010001 00110001 00001011 10100110. 01011011) + (01001011 01111010 01110000 11101001. 01000111) 
mod 232  
= 00011010 11110111 11111010 10111000 XOR S3.c 
= 00011010 11110111 11111010 10111000 XOR (11101001 00111101 01011010 01101000. 00001111) 
= 11001111 10100000 01010011 01111110 00011000 + S4.d mod 232 
= (11001111 10100000 01010011 01111110 00011000 + (00111010 00111001 11001110 00110111. 11111100) 
mod 232 
= 11001010 00111010 10010010 01000001 

F (XL) = 11001010 00111010 10010010 01000001 
XR = F (XL) XOR XR 
XR = 11001010 00111010 10010010 01000001 XOR 10010001 01111100 00111001 00111100 
XR = 01011011 01000110 10101011 01111101 

Changing the value of XL and XR: 

XL = XR; XR = XL 
XL = 01011011 01000110 10101011 01111101; 
XR = 01000011 01010110 00010011 10011111 

4. After doing 16 iterations, it will generate new values XL and XR each 32 bits. Switch back XL and XR. After that
XOR the XL and XR: XR = XR XOR P16 and XL = XL XOR P17 XR XOR P16

= 01000011 01010110 00010011 10011111 XOR   10010010 00010110 11010101 11011001
= 11010001 01000000 11000110 01000110 XL XOR P17
= 01011011 01000110 10101011 01111101 XOR 10001001 01111001 11111011 00011011
= 11010010 00111111 01010000 01100110

5. Then, XL and XR are combined so that it becomes 64 bit. 
11010010 00111111 01010000 01100110 11010001 01000000 11000110 01000110

6. The binary value is converted into ASCII code, so as to produce i.e. ciphertext: Ò?PfÑ@ÆF

The result of the Blowfish Ò?PfÑ@ÆF encryption would be compressed with the LZW algorithm, and the process is as 
follows (character used is ASCII standard character): 

Table 3: Lempel-Ziv-Welch compression process. 

Step Input Temp. C+W Dictionary New word Output 
1 Ò Ò? No 156 [Ò,?] Ò 
2 ? ?P No 157[?, P] ? 
3 P PF No 158 [P,F] P 
4 F FÑ No 159 [F, Ñ] f 
5 Ñ Ñ@ No 160 [Ñ,@] Ñ 
6 @ @Æ No 161[@, Æ] @ 
7 Æ ÆF No 162 [Æ, F] Æ 
8 F F No 163 [F] F 

Step 1 input value Ò, C + W is Ò,? Has it been there before? No new dictionary becomes 156 [Ò,?]; then, the output is 
Ò, so on until there is still the next character in the stream characters: 

Stream characters: “Ò?PfÑ@ÆF” 

Total initial bits are stored before compression = 
Total Input * bit dictionary 
= 8 * 8 
= 64 

After compressed = Total Output * bit dictionary 
= 7 * 8 
= 56 

Ratio =  X 100 % 

 = 100 -   X 100 % 
= 100 - 87.5 % = 12.5% 
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Based on the formula above, the compression ratio is 12.5%, it appears that the compression ratios are not too big. 
One of the weaknesses of the LZW algorithm is a smaller string that is recognised from the dictionary, then, 
the compression process is also low, so the LZW algorithm is either used for long strings or has a pattern looping, 
which is often the case, so that the compression process is also significant; here is a comparison of compression 
graphics to the Blowfish ciphertext with different lengths. 

Figure 2: Comparison of compression ratios. 

More specifically, the graph above shows that the larger the Blowfish ciphertext is generated and the smaller string 
produced by the LZW compression process, it proves that the length of a string affects the large compression ratio 
generated during the compression process.  

The grey line is the result of compression text from the combination process of the Blowfish encryption and LZW 
compression, and the result of the test is that the compression result is smaller than using only LZW algorithm or 
encryption only, and security also has different ciphertext, because the first ciphertext (LZW) is already in compression 
with LZW. 

CONLUSIONS 

The combination of the Blowfish and LZW algorithms can give a good result in terms of compression security with the 
LZW algorithm to ciphertext generate a new form of strings with different patterns from the initial ciphertext obtained 
from the Blowfish encryption process, causing cryptanalyst to process the decryption over a longer time, due to having 
different patterns. Then, when viewed from the size and speed of data transmission, it is certainly faster due to its 
smaller size and does not require a tremendous amount of resources, so it can be concluded that the combination of 
these two algorithms gives a positive result. 
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